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Goals
¡ Input/Output, Data Management aspects to tackle increased pressure on storage systems at 

Exascale.

¡ Design and development of a novel management and storage platform 

¡ Usage of Object Stores

¡ Hierarchical storage management (HSM) 

¡ On-demand/Ephemeral  provisioning of storage services & Scheduling

¡ IO Instrumentation & AI Based telemetry analytics

¡ Co-design with next generation I/O intensive HPC oriented applications 

¡ Includes development of new flexible application Interface (“DASI”)



IO-SEA is part of the “SEA” Projects
All addressing Modular Supercomputing Architectures

• Better manage and 
program compute and 
memory heterogeneity

• Targets easier 
programming for 
Modular 
Supercomputers

• Continuation of the 
DEEP projects series

DEEP-SEA: DEEP 
Software for 

Exascale 
Architectures

• Improve I/O and data 
management in large 
scale systems

• Builds upon results of 
SAGE1-2 projects and 
MAESTRO

IO-SEA: 
Input/Output 
Software for 

Exascale 
Architectures

• Develop European 
network solution

• Focus on BXI (Bull 
eXascale
Interconnect)

RED-SEA: Network 
Solution for 

Exascale 
Architectures

• Funded by the EuroHPC
2019-1 call focused on 
Software and Applications

• The EuroHPC Joint 
Undertaking targets 
Exascale computers in 
Europe in 2023-24

• Coordinated with other 
on-going European 
projects, particularly the 
European Processor 
Initiative
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Figure 1-1. How the technical choices and the technical challenges interact 

1.3.2.2 Overall architecture and chosen technologies. 
The IO-SEA will use existing technologies by enhancing them with new features and developing the 
required integration to make them work together. Those products address the needs for components as 
exposed in the previous part. These existing technical building blocks are: 

• Mero: we will use the Mero software from Seagate. Mero is to be used as an object store managing 
the upper part of the “NVMe To Tapes” tiers. Mero has been developed via the SAGE and SAGE2 
[http://www,sagestorage.eu].  It already embeds some HSM features that will be extended so that it 
can operate with another object store, making it possible to promote/demote objects between the two 
object stores. Unlike other object stores, Mero has been designed and architectured in order to suit 
the needs of HPC from the ground up, when most of its competitors come from the cloud area. We 
will adapt Mero to suit the data management paradigm and build the necessary component(s) in 
MERO to make it suitable for this paradigm. 

• Phobos: we will use Phobos, an open source object store on tapes. Phobos will manage the lower 
part of the “NVMe to Tapes” tiers. Phobos has been developed by CEA and is available on GitHub 
under the URL https://github.com/cea-hpc/phobos. Phobos will have to be adapted to make it 
capable of operating with Mero. IO-SEA will bring new features to Phobos, such as scalability 
improvements, media lifecycle management, data safety features and interoperability. 

• NFS-Ganesha: we will use the NFS-Ganesha server for exposing, as an ephemeral service, a POSIX 
namespace (via the NFSv4 protocol) referencing data stored in the objects. NFS-Ganesha (see 
https://github.com/nfs-ganesha/nfs-ganesha) is an open source software originally developed by 
CEA and now managed by a large open source community. It has been used during the SAGE 
project to successfully provide a NFSv4.1/pNFS interface to Mero. This development will be 
extended so that NFS-Ganesha exposes both Mero and Phobos objects via a unified namespace, 
potentially using client redirection implemented via NFSv4 referrals. 

• Flash Accelerators: We will use Flash Accelerators as an alternative solution for exposing a POSIX 
namespace as an ephemeral service on top of Mero. Flash Accelerator is an ATOS proprietary 
product that implement ephemeral IO services such as a burst buffer for distributed file systems and 
NVMeOF volumes attachment to compute nodes. It is set up through Slurm plug-ins. Flash 
Accelerators will be extended to support an object store as a back end while still exposing data as 
POSIX files. It is used in the LEXIS project. 

The IO-SEA Philosophy



The Big Picture – IO-SEA 
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The Applications (& Co-Design) 
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Figure 1-9. Software components and their interactions 
within TSMP. 

 

 

 

 

 

 

At the Institute for Bio and Geosciences (IBG-3) of Research Centre Juelich, TSMP is actively used in 
research projects to study grid resolution effects on surface energy fluxes, or to gauge the impact on fluxed 
through heterogeneity and resolution, or to study water cycle during heatwave 2003 to name a few. Recently, 
TSMP is used in as a Frontier Simulation of ESM Project of Helmholtz Association with the aims to improve 
the representation of the components of the Earth system and their coupling, as well as to perform a series of 
selected numerical experiments to address Grand Challenges (Frontier Simulations). The main goal of the 
Frontier Simulations with TSMP is to better understand and predict European extreme hydro-meteorological 
events. Our study analyses hydrometeorological extreme events using the integrated Terrestrial Systems 
Modelling Platform (TSMP).   

 
Figure 1-10. Water table depth [m] climatology from September 1st 1996 to August 31st 2018, represented 

within the EURO-CORDEX domain (412 × 424 grid cells). The black boxes correspond to the 
PRUDENCE regions, for which the data time-series validation has been performed (Furusho-
Percot et al., 2019, Scientific Data). 

In TSMP, the groundwater-to-atmosphere closure of the coupled water and energy cycles allows a physically 
consistent, dynamic equilibrium of groundwater dynamics with the land surface and atmospheric forcings by 
honoring two-way, non-linear feedback processes. Following the experiment protocol of the Coordinated 
Regional Climate Downscaling Experiment (CORDEX), we analyse results from ERA-Interim driven pan-
European simulations at 12,5 km resolution since 1996 currently until August 2018. This groundwater-
coupled high-resolution continental simulation complements and extends existing results from regional 
climate simulations and opens a number of opportunities to analyse and understand short- and long-range 
feedback processes, e.g., on the evolution of heatwaves (soil moisture-temperature feedbacks), or the impact 
of climate variability on groundwater resources, including human water use. 

1.4.2 Innovation Potential 
IO-SEA will endeavour to provide a complete software platform, covering every IO and storage resources, 
from Tapes to NVMe. It aims to be exploitable as a primary European data centric platform for the Exascale, 
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• Cosmology, with simulations covering large portions of the Universe since the Big Bang, used to 
study the nature of Dark Matter and Dark Energy,  

• Galaxy formation and star formation, with multi-physics simulations of galaxy collisions and the 
collapse of gas clouds into stars, used to understand the physics of history of star formation across 
the Universe,  

• The explosion of massive stars into supernovae,  
• Protoplanetary disks and the formation and evolution of planets in these disks.  

 

Owing to its rich set of physical modules and versatility, 
RAMSES is an extremely widely used code. Yearly 
RAMSES Users Meeting gather up to ~100 attendees and 
more than 300 astrophysicists are currently using 
RAMSES. Considerable amounts of HPC resources are 
mobilized by the scientific use cases, with more than 200 
million core hours granted to the RAMSES community in 
Europe every year (including European tier-0 and 
National tier-1 resources) and on average two tier-0 
PRACE projects using RAMSES awarded at each call 
over the last years. RAMSES is one of the most scalable 
multi-physics codes in astrophysics and has been used on 
~100.000 cores for large cosmological simulations. The 
CEA team is currently performing the Extreme Horizon 
``Grand Challenge’’ simulation for 40 million core hours 
on 32.000 cores of the Joliot Curie-AMD partition at 
TGCC (Figure 1.5).  

Figure 1-5. The “cosmic web” seen by RAMSES – The background image shows the filamentary structure 
of intergalactic gas in a large portion of the Universe, each bright point being a galaxy. The 
insets zoom on several galaxies, showing the visible light of these galaxies as they would appear 
if observed with the Hubble Space Telescope. This simulation is currently under completion 
within the Extreme Horizon Grand Challenge at TGCC in order to cover the entire life of the 
Universe from the Big Bang to the formation of our Milky Way Galaxy 

1.4.1.6.3 Compression and real-time processing of cryo-electron microscopy data 
Cryo-electron microscopy (cryo-EM) is dynamically developing technique in the field of Structural and 
Cellular Biology research. The method primarily serves for determination of high-resolution 3D structural 
models of macromolecules. The enormous interest in this technique is documented by the exponentially 
increasing number of the structures deposited into the Electron Microscopy Data Bank (EMDB, Fig. 1-6) 
over the last years and also by the facts, that the cryo-electron microscopy has been selected as a Method of 
the Year by the Nature Methods journal in 2015 and the Nobel Prize for Chemistry in 2017 has been 
awarded for the developments in the field of cryo-electron microscopy. 
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Figure 1-6. Number of Cryo-EM maps deposited into the Electron Microscopy Data Bank from 2002 to 

2019. 

The cryo-EM sample is first vitrified in the thin layer with thickness <300nm into the cryogen. During 
vitrification process, the liquid sample environment freezes to amorphous ice, whose structure resembles the 
buffer in the liquid form. Thus, the cryo-EM data are obtained at the near-native conditions. This Task 
focuses on the cryo-EM data collection approach denoted as single particle analysis (SPA). In SPA, large 
number of images (micrographs) is collected at different positions on the sample carrier and each micrograph 
comprises of tens to hundreds 2D projection images of the studied molecules (particles) at random 
orientations. Only the particle regions are extracted from the micrographs and the 3D model of the studied 
molecule is iteratively refined by optimization of the rotational and translational parameters representing of 
each projection image. The advances in the cryo-electron microscopy for structural biology research has 
been primarily due to the technological advance in the data collection automation and the development of the 
direct electron detection cameras. The former has enabled fully automated unsupervised data collection 
which can last for several days, the latter significantly increased the sensitivity and allowed for determination 
of 3D cryo-EM maps at 2-3 A resolution. Another advantage of the direct electron detection cameras is the 
fast read-out of the data which allows acquisition of the data from single position as a short movie. Thanks to 
that, the images used for data analysis can be corrected for the motion present during the data acquisition 
which is induced by interaction of electrons with the sample (“beam induced motion”) or drift of the sample 
holder. The direct detection cameras in general consist of 16 M pixel array and each movie is composed of 
~50 frames. Since each pixel is represented by ~8 bits (4-32 bits per pixel), the size of the single movie stack 
is around 800 MB. The microscope can collect about 200 movie stacks per hour and the data acquisition 
single project is about 44 hours. Thus, approximately 7 TB of the raw data is generated per one project, 
which gives us around 3.8 TB of data per day. 

 
Figure 1-7. Automated processing steps from raw movie data to particle clustering (see text for details). 

Lattice QCD (Particle Physics)

Weather Forecasting Workflows

RAMSES (Astrophysical Systems) Terrestrial Systems Modeling
(TSMP)

Electron Microscopy Imaging



Ephemeral Data Access Environment
¡ Specialised data access environment suitable for applications 

and workflows 

¡ Concept of Data Nodes

¡ Specialised nodes that are used for I/O sits between
Compute Nodes and Persistent Storage 

¡ Ephemeral Services on Compute nodes
¡ Ephemeral services are run on demand and in run time as 

needed by applications
¡ POSIX

¡ S3
¡ NFS
¡ etc

¡ Will Leverage NVRAM/NVMe resources available on data nodes

¡ Will develop mechanisms to schedule data accesses on demand
through the Ephemeral Services



Ephemeral Data Access Environment
Envisioned Location of Data nodes in the MSA 



Ephemeral Data Access Environment Example

File System
Object Store

Workflow
Application 

2

Accelerator Logic

Data Node

NVMe

NVMe

Workflow
Application 

1

RAM

§ Pre-processing: Prefetching in fast storage, decompressing, formatting, …

§ Post-processing: Formatting results, generating images, compressing, …

§ On the Fly processing: Processing intermediate data.



Instrumentation & Monitoring 

¡ Gathering knowledge on I/O behaviour of applications & 
workflows
¡ Analyse collected data using AI based techniques

¡ Knowledge will feed algorithms that will allocate I/O services & 
data nodes resources

¡ Gathering knowledge about infrastructure resources to make
efficient scheduling decisions
¡ AI algorithms will complement scheduling decisions made 

by users

¡ I/O & instrumentation tools will be adapted to each protocol (S3, 
NFS, POSIX, etc)

¡ Live view of the infrastructure will be provided through the tools
techniques and methods within IO-SEA Components of Infra. Monitoring



Hierarchical Storage Management Features

¡ HSM Mechanism for managing data movements b/w 
multiple tiers of Persistent Storage tiers 

¡ NVMe/NVRAM

¡ SSD
¡ Disk
¡ Tape

¡ Copy Tool mechanism of coupling of  two object stores
¡ Motr (NVRAM, SSD, Disk)
¡ Phobos (Tape)

¡ Capability to move data between IO-SEA and POSIX 
namespaces

¡ POSIX Support within Copy Tool



Application Interfaces 

¡ Data Access and Storage Interface (DASI) Layer (Language) will
be built to abstract the complex storage layer

¡ Will use semantic description of data – speaking the language of 
the scientific domain
¡ Eg: COVID model data addressed by scientifically

meaningful keys – rather than files & objects

¡ Data can be queried using subsets of these keys

¡ Possibility to set access policies by data lifetime, data hotness, 
etc

¡ DASI language could be used to describe data management for 
workflow scheduling and in-situ processing

¡ May also be exposed via a POSIX interface 



Project Innovation - Summary

¡ New Methods of Deploying Storage Services for Exascale HPC applications
¡ Ephemeral Services

¡ New methods to access extreme data using semantic descriptions – Codesigned with applications
¡ DASI

¡ Novel Methods to access and stage data across deep storage hierarchies, NVMe/NVRAM through Tape
¡ Advanced HSM and Policy Engines

¡ New methods to understand I/O and intelligent use of System Telemetry
¡ AI based Analytics

¡ Continued Utilization of Object stores in the realm of Exascale HPC
¡ Motr
¡ Phobos

Ushering the next generation in Exascale
HPC with better data management in MSAs




